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1 Introduction 

In NetSimôs Internetworks library Wireless nodes connect to an Access Point (AP) while in 

NetSimôs LTE and 5G libraries, the mobile nodes (UEs) connect to base stations (eNBs, 

gNBs). There is no such association between the wireless stations and any fixed infrastructure 

in MANETs.  

A Mobile Ad hoc Network (MANET) is an autonomous system of mobile nodes. In such 

networks, information transport services are built over a set of arbitrarily located nodes, which 

are possibly mobile. Every node behaves both like a mobile host and as a wireless router. 

There are many obvious applications for such networks including emergency communications, 

vehicular communications, military applications, etc.  

Such networks have dynamic (sometimes rapidly changing), random, multi-hop topologies 

which are composed of relatively bandwidth-constrained wireless links. MANETs must 

therefore support efficient operation in mobile wireless environments by incorporating routing 

functionality into mobile nodes. Note that, such multi-hop networks exploit spatial reuse; 

transmissions can occur simultaneously on links that are sufficiently separated in space. 

In NetSim MANETs, data packets are sent between source-destination pairs by multi-hop 

relaying. The MANETs in NetSim may operate in isolation or may have bridge nodes to 

interface with other networks (wired networks, or even other MANETs).  

NetSim MANET library supports the following protocols [1]. 

Á Layer 3 Unicast Routing 

o Dynamic Source Routing (DSR) 

o Ad hoc On demand Distance Vector Routing (AODV) 

o Optimized Link state Routing (OLSR) 

o Zone Routing Protocol (ZRP)  

Á MAC / PHY (interfaced from NetSim Internetworks library) 

o 802.11 a, b, g, n, ac. p and e 

NetSim MANETs component can be interfaced with: 

Á NetSim Component 6 (IOT) module to run 802.15.4 in MAC/PHY 

Á NetSim Component 9 (VANETs) module to run IEEE 1609 WAVE in MAC/PHY 

Á NetSim TDMA Radio Networks (Add on) to run TDMA/DTDMA in MAC/PHY 
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Figure 1-1: A typical MANET Network scenario in NetSim. The topology shows multiple MANETs 

connected via a bridge node, and connected to an external network through a router 

 
Figure 1-2: The Result dashboard and Plot window shown in NetSim after completion of simulation 

The digital communication system employed, the transmit power used, and the radio 

propagation characteristics of the environment determine the ñlinksò in the network. 

Performance analysis of wireless ad hoc networks is a challenging task because such analysis 

must consider the interactions between the wireless physical layer, radio propagation, multiple 

access, random topology, routing, and the characteristics of the application that generates the 

traffic carried by the network. Therefore, unlike wired and fixed topology networks, 

understanding and optimizing the performance of MANETs is a difficult undertaking, owing to 

the complex interaction between the various ñlayersò of the network.  
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2 Simulation GUI 

In the Main menu select ĄNew SimulationĄMobile Ad hoc networks as shown Figure 2-1. 

 
Figure 2-1: NetSim Home Screen 

2.1 NetSim MANET Network Setup 

 
 Figure 2-2: MANET Network Setup window.  

2.1.1 Deployment Architecture 

The deployment options have been grouped into 2 categories. Standard MANET option where 

the scenario comprises of only wireless nodes without any bridge node. Interconnected 

MANETs option allows users to connect two or more MANETs using a bridge node. 
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Standard MANET: In Standard MANET, a network scenario can be created using Ad-hoc 

links and wireless nodes. Standard MANET supports DSR, AODV, OLSR and ZRP Routing 

protocols. 

 

Figure 2-3: A Single MANET scenario. 

Interconnected MANETs: In interconnected MANETs, a network scenario can be created 

using multiple MANETs, bridge nodes for interconnecting multiple MANETs, and wired devices 

like switches, routers, and nodes. Interconnected MANETs supports only DSR and AODV 

Routing protocols. 

 
Figure 2-4: Interconnected (Multiple) MANET Scenario 
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2.2 Fast Configuration 

 

Figure 2-5: Fast Configuration window 

 

Fast Config window allows users to define device placement strategies and conveniently 

model large network scenarios especially in network such as MANET, TDMA Radio Networks, 

WSN and IoT. The parameters associated with the Fast Config Window is explained below: 

(i) Grid Origin: The 'Grid Origin' refers to the intersection point of the system's axes. NetSim 

supports any (X, Y) setting for the origin and not just (0, 0)  

(ii) Grid Dimension: The width parameter represents the maximum along X from the origin and 

the height parameter represents the maximum along Y from the origin 

(iii) Device placement area:  The "Device Placement Area" allows users to specify the width 

and length of the area where devices are used when using the auto placement utility. This 

area must be less than or equal to the "Grid Area". 

2.2.1 Device Placement 

2.2.1.1 Automatic Placement 

Á Uniform Placement: Devices will be placed uniformly with equal gap between the devices 

in area based on the side length. This requires users to specify the number of devices as 

square number, such as 1, 4, 9, 16 etc. 
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Á Random Placement: Devices will be placed randomly in the grid environment within the 

area based on side length. 

Á File Based Placement: In order to place devices in user defined locations file-based 

placement option can be used. The file has the following general format: 

Á <DEVICE_NAME>,<DEVICE_TYPE>,<X_COORDINATE>,<Y_COORDINATE> 

Where,  

DEVICE_NAME ï is any name that will be assigned to the device. 

DEVICE_TYPE ï is the unique Device Identifier specific to each type of device in NetSim. 

Following table provides the DEVICE_TYPEôs of all possible devices for networks with support 

for Device Fast Configuration: 

NETWORK DEVICE_TYPE 

MANET 

1. Wireless Node Omni Antenna 
2. Wireless Node Sector Antenna 
3. Wired Bridge Node 
4. Wireless Bridge Node 
5. Wired Node 
6. Router 
7. L2_Switch 

WSN 
1. Sensors 
2. Sink node 

IOT 

1. IoT Sensors 
2. Gateway 
3. Wired Node 
4. IoT Router 
5. Access Point 
6. L2_Switch 

Table 2-1: Fast Configuration window support different networks. 

X_COORDINATE ï the value of X coordinate of the device 

Y_COORDINATE ï the value of Y coordinate of the device 

Eg:  MANET_File_based_Placement.txt 

Wireless_Node_Omni_Antenna, WirelessNode,100,150 

Wireless_Node_Omni_Antenna, WirelessNode,150,100  

Wireless_Node_Omni_Antenna, WirelessNode,100,100  

Wireless_Node_Omni_Antenna, WirelessNode,50,50 

Open NetSim, in the Main menu select New SimulationŸMobile Ad hoc networks. Select 

File Based Placement option under Automatic Placement and give the path of the text file 

as shown below Figure 2-6. 
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Figure 2-6: Device placement Strategy to File based Placement 

After giving the path, Click on OK will display the MANET network shown below, where all 

devices are placed as per the positions given in the text file as shown Figure 2-7. 

 
Figure 2-7: Network Topology  

Number of Devices: It is the total number of devices that is to be placed in the grid 

environment. It should be a square number in case of Uniform placement. 
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2.2.1.2 Manually Via Click and Drop 

Selecting this option will load an empty grid environment where users can add devices by 

clicking and dropping the devices as required. 

2.3 Create Scenario 

2.3.1  Wireless Node 

A MANET consists of mobile platforms -- simply referred to as "wireless nodes" in NetSim --

which are free to move about arbitrarily. They are IP addressable devices. Wireless Nodes in 

NetSim MANETs library act as both end-nodes as well as routers. These nodes make routing 

decisions using the IP fabric.  

In NetSim MANETs, each node can have only one wireless interface.  

2.3.2  Bridge Node 

Bridge Node acts as a bridge/interface/gateway between multiple MANETs. Packets from one 

MANET can be routed to another MANET via a Bridge Node as shown Figure 2-8.  

 
Figure 2-8: Multiple MANETs Connected via a Bridge Node 

Each Bridge Node has 24 interfaces. When connecting bridge nodes to one another or to 

routers, care should be taken to ensure that the static routes are set.  

NetSim supports Wired and Wireless Bridge nodes as shown Figure 2-9/Figure 2-10.  

 

Figure 2-9: Two wired bridge nodes can be connected to each other using P2P wired links 
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Figure 2-10:  Two wireless bridge nodes can be connected to each other using P2P wireless links 

A wired bridge node cannot be connected to a wireless bridge node and vice versa. 

2.3.3  Ad hoc Link 

At a given point in time, depending on the nodes' positions and their transmitter and receiver 

coverage patterns, transmission power levels and interference levels, a wireless connectivity 

in the form of a random multi-hop graph or "ad hoc" network exists between the nodes.  This 

ad hoc topology may change with time as the nodes move or adjust their transmission and 

reception parameters. Ad hoc links are used in NetSim to visually represent this connection of 

devices in an Ad hoc basis as shown in Figure 2-11. 

 

Figure 2-11: Mobile Ad hoc Network 

Wireless links generally have significantly lower capacity than their hardwired counterparts. In 

addition, the realized throughput of wireless communications after accounting for the effects 

of multiple access, fading, noise, and interference conditions, etc. is often much less than a 

radio's maximum transmission rate. 

Connecting Ad hoc links is a one step process, by default one Ad-hoc link will be present in 

the grid. Users need to drop wireless nodes from the create scenario tab which gets 

automatically connected to ad-hoc link.  

An ad hoc link is a multi-point to multi-point link. When connected to a device its interface is 

set to 0 in NetSim. 
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2.4 Set Node, Link and Application Properties 

Double click on the appropriate node or link which will open a right-side property panel. Then 

modify the parameters according to the requirements.  

Á Global Properties: Certain properties are global in nature, i.e., changing properties in 

one node will automatically reflect in the others in that network.  

Á In case of MANET, in Wireless Node, Routing Protocol in Network Layer is global and 

all user editable properties in Datalink Layer, Physical Layer and Power are Local. 

Á The following are the main properties of wireless node in Datalink and Physical layers 

as shown Figure 2-12/Figure 2-13. 

 
Figure 2-12: Datalink layer properties window for wireless node 
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Figure 2-13: Physical layer properties window for wireless node. 
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Figure 2-14: Battery Model for Wireless node. 

Á Configure an application between any two nodes by selecting any application from the 

Set Traffic tab. Right click on the application and set the properties according to the 

requirement and click OK. 



 Ver 14.1 

© TETCOS LLP. All rights reserved   Page 18 of 77 

 
Figure 2-15: Application icon and Configuration Window 

Note: For MANET networks the application start time should be a min of 5s, since the amount of time is 

required for convergence of OLSR/ZRP. 

2.5 Enable Packet Trace, Event Trace (Optional) 

Click Packet Trace / Event Trace icon in the Configure Reports option and check Enable 

Packet Trace / Event Trace check box and click OK. To get detailed help, please refer 

sections 8.4 and 8.5 in User Manual.  

 
Figure 2-16: Enable Packet Trace, Event Trace & Plots options on top ribbon. 

2.6 Run Simulation 

Á Click on Run Simulation icon on the top toolbar 
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Figure 2-17: Run Simulation option on top ribbon 

Á Set the Simulation Time and click on OK.  

 
Figure 2-18: Run Simulation window 

Note on MANET implementation in NetSim: 

Á If user wants to implement HTTP application among Nodes, TCP must be enabled in 

Source Node as TCP is set to disable by default. 

Á OLSR is a proactive link-state routing protocol, which uses Hello and topology control 

(TC) messages to discover and then disseminate link state information throughout the 

mobile ad hoc network.  

Á Individual nodes use this topology information to compute next hop destinations for all 

nodes in the network using shortest hop forwarding paths. For topology control (TC) 

messages to disseminate throughout, it requires 5 or more seconds depending upon 

the network size. In general, it is (5.5 secs + Tx_Time * network size).   

Á Hence, when simulating OLSR in MANET the Application Start Time must be greater 

than 5s (preferably greater than 10s) because in OLSR Topology Control (TC) 

messages start at 5s. Once the TC messages are sent, some further time will be 

required for OLSR to find the route. This can be done by setting the ñStart_Timeò 

parameter in Application properties. 
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3 Model Features 

3.1 Ad hoc On Demand Distance Vector Routing 

The Ad hoc On-Demand Distance Vector (AODV) algorithm enables dynamic, self-starting, 

multihop routing between participating mobile nodes wishing to establish and maintain an ad 

hoc network. AODV allows mobile nodes to respond to link breakages and changes in network 

topology in a timely manner. When links break, AODV causes the affected set of nodes to be 

notified so that they can invalidate the routes using the lost link. AODV in NetSim can run in 

layer 3 over MAC/PHY protocols such as 802.11, 802.15.4, TDMA and DTDMA. 

The features of AODV implemented in NetSim are: 

Broadcast Route Discovery Mechanism, and Route Maintenance: AODV accomplishes 

this with the help of RREQ and RREP. The packet trace file in NetSim helps to view and 

understand how AODV accomplishes this mechanism using RREQ and RREP packets. 

Timer - based states: Routing table states expire when the route remains inactive for a certain 

period of time. This is established by the use of the lifetime field in the routing table and RREP 

packets. The lifetime field can be viewed in Wireshark under the AODV RREP packets. 

Sequence numbers: The source sequence number is a monotonically increasing number 

maintained by each source node. It is used by other nodes to determine whether the 

information contained in the packet send by the source node is new. The destination sequence 

number is created by destination to be included with the routing information that it sends to the 

requesting nodes. Usage of destination sequence number ensures loop freedom. The route 

with the greatest sequence number is used by requesting node to reach destination. This also 

prevents routing loops and avoid using inactive or old routes. The source and destination 

sequence numbers can be viewed in Wireshark under the RREQ and RREP packets in AODV 

protocols. Some important fields of the RREQ format that can be viewed in NetSim using 

Wireshark are mentioned below Table 3-1. 

Hop Count       
The number of hops from the Originator IP Address to the 
node handling the request. 

Destination IP Address The IP address of the destination for which a route is desired. 

Destination Sequence Number        
The latest sequence number received in the past by the originator 
for any route towards the destination. 

Originator IP Address The IP address of the node which originated the Route Request. 

Originator Sequence Number 
 

The current sequence number to be used in the route entry 
pointing toward the originator node. 

Table 3-1: Important fields of the RREQ format viewed in NetSim using Wireshark 
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Some important fields of the RREP format that can be viewed in NetSim using Wireshark are 

mentioned below Table 3-2. 

Hop count 
The number of hops from the Originator IP Address to the 
Destination IP Address. 

Destination IP Address The IP address of the destination for which a route is supplied. 

Destination Sequence Number The destination sequence number associated to the route 

Originator IP Address The IP address of the node which send the RREQ. 

Lifetime 
The time in milliseconds for which nodes receiving   the RREP 
consider the route to be valid. 

Table 3-2: Important fields of the RREP format viewed in NetSim using Wireshark 

3.2 Dynamic Source Routing (DSR) 

The Dynamic Source Routing protocol (DSR) is a simple and efficient routing protocol 

designed specifically for use in multi-hop wireless ad-hoc networks of mobile nodes.  Using 

DSR, the network is completely self-organizing and self-configuring, requiring no existing 

network infrastructure or administration. Network nodes cooperate to forward packets for each 

other to allow communication over multiple "hops" between nodes not directly within wireless 

transmission range of one another.  As nodes in the network move about or join or leave the 

network, and as wireless transmission conditions such as sources of interference change, all 

routing is automatically determined and maintained by the DSR routing protocol. Since the 

number or sequence of intermediate hops needed to reach any destination may change at any 

time, the resulting network topology may be quite rich and rapidly changing. DSR in NetSim 

can run in layer 3 over MAC/PHY protocols such as 802.11, 802.15.4, TDMA and DTDMA. 

3.2.1 Using Link-Layer Acknowledgements 

If the MAC protocol in use provides feedback as to the successful delivery of a data packet 

(such as is provided for unicast packets by the link-layer acknowledgement frame defined by 

IEEE 802.11), then the use of the DSR Acknowledgement Request and Acknowledgement 

options is not necessary. If such link-layer feedback is available, it should be used instead of 

any other acknowledgement mechanism for Route Maintenance, and the node should NOT 

use either passive acknowledgements or network-layer acknowledgements for Route 

Maintenance. 

When using link-layer acknowledgements for Route Maintenance, the retransmission timing 

and the timing at which retransmission attempts are scheduled are generally controlled by the 

particular link layer implementation in use in the network.  For example, in IEEE 802.11, the 

link-layer acknowledgement is returned after a unicast packet as a part of the basic access 

method of the IEEE 802.11 Distributed Coordination Function (DCF) MAC protocol; the time 

at which the acknowledgement is expected to arrive and the time at which the next 
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retransmission attempt (if necessary) will occur are controlled by the MAC protocol 

implementation. 

3.2.2 Using Network-Layer Acknowledgements 

When a node originates or forwards a packet and has no other mechanism of 

acknowledgement available to determine reachability of the next-hop node in the source route 

for Route Maintenance, that node should request a network-layer acknowledgement from that 

next-hop node.  To do so, the node inserts an Acknowledgement Request option in the DSR 

Options header in the packet.  The Identification field in that Acknowledgement Request option 

MUST be set to a value unique over all packets recently transmitted by this node to the same 

next-hop node. 

When using network-layer acknowledgements for Route Maintenance, a node should use an 

adaptive algorithm in determining the retransmission timeout for each transmission attempt of 

an acknowledgement request.  For example, a node should maintain a separate round-trip 

time (RTT) estimate for each node to which it has recently attempted to transmit packets, and 

it should use this RTT estimate in setting the timeout for each retransmission attempt for Route 

Maintenance.   

While simulating certain network configurations, users may see that packets received are more 

than packets sent. This is because: 

Á This is being measured as part of our UDP protocol metrics in layer 4 in the source and 

in the destination. 

Á Let us say UDP protocol at source node A sends a datagram. At the MAC - WLAN 

send the frame and starts a re-transmission timer.  

Á If no Ack is received within this timer period, it would initiate a re-transmission (consider 

cases where the WLAN Ack has a collision or is errored). 

Á As the destination the MAC (WLAN) layer would send up to UDP both the first packet 

it received and the re-transmitted packet it received.  

Á UDP protocol in the destination would count both the packets received. 
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Figure 3-1: Application Configuration window 

3.2.3 Who do we see continuous RREQ and RREP packets in DSR? 

When the Data packet are to be transmitted, in DSR, within the NETWORK_OUT Event, the 

DSR-packet-processing function is called. This initiates Route discovery, if no route to 

destination exists. Once discovery is complete, DSR switches to Route maintenance mode.  

Route Maintenance is the mechanism by which a source node S is able to detect, while using 

a source route to some destination node D, if the network topology has changed such that it 

can no longer use its route to D because a link along the route no longer works.   

In Route Maintenance mode, DSR checks for ACKs for every data packet sent. If the ACK for 

a data packet, is not received within a specified time (as defined by the Maintenance Time 

Out) then Route Error (RERR) gets triggered. This trigger leads removal of Route entries from 

the Route Cache thereby causing Route discovery to be initiated again.  

A typical simulation scenario where Route discovery, Router error, Route discovery, Router 

Error cycle is repeated, is when the network has multiple applications generate data packets 

at the exact same time. This can cause packet collisions in the MAC layer. Since no packet is 

received no ACK is sent. The non-receipt of ACK within the specified time causes RERR to 

get triggered. 
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3.3 AODV/DSR Metrics 

AODV or DSR Metrics table will be part of the results dashboard if routing protocol in the 

network layer is set to either AODV or DSR in at least one device in the network scenario 

simulated.  

Parameter Description 

Device Id It is the unique ID of the wireless node 

RREQ sent 
It is the number of Route Request packets sent by wireless node during Route 

Discovery process 

RREQ forwarded 
It is the number of Route Request packets forwarded by wireless node during 

Route Discovery process 

RREP sent 
It is the number of Route Reply packets sent by wireless node when route is 

found during Route Discovery process 

RREP forwarded 
It is the number of Route Reply packets forwarded by a wireless node when 

route is found during Route Discovery process 

RERR sent 
It is the total number of Route Error packets sent by a wireless node during 

Route Maintenance 

RERR forwarded 
It is the total number of Route Error packets forwarded by a wireless node during 

Route Maintenance 

Packet originated It is the total number of packets originated in a source node 

Packet transmitted 
It is the total number of packets transmitted by a source node and intermediate 

device (LoWPAN Gateway or sink node) 

Packet dropped It is the total number of packets dropped by a wireless node 

Table 3-3: Parameter Description for AODV/DSR Metrics table 

3.4 Zone Routing Protocol (ZRP) 

The ZRP is based on two procedures:  

 Intrazone Routing Protocol (IARP) and  

 Interzone Routing Protocol (IERP).  

Through the use of the IARP, each node learns the identity of and the (minimal) distance to all 

the nodes in its routing zone. The actual IARP is not specified and can include any number of 

protocols, such as the derivatives of Distance Vector Protocol (e.g., Ad Hoc On-Demand 

Distance Vector, Shortest Path First (e.g., OSPF). In fact, different portions of an ad hoc 

network may choose to operate based on different choice of the IARP protocol. Whatever the 

choice of IARP is, the protocol needs to be modified to ensure that the scope of this operation 

is restricted to the zone of the node in question. 

Note that as each node needs to learn the distances to the nodes within its zone only, the 

nodes are updated about topological changes only within their routing zone. Consequently, in 

spite of the fact that a network can be quite large, the updates are only locally propagated. 

 












































































































